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Inaccuracies in administration and scoring can potentially compromise the validity of any stan-
dardized psychosocial measure. The threat is particularly pertinent to methods involving be-
havioral observation, a category that includes many intelligence tests, neuropsychological
measures, personality assessment instruments, and diagnostic procedures. Despite evidence
and conjecture that errors in testing procedure are common for at least some of these measures
and that these errors are often severe enough to influence interpretation, the topic has received
relatively little attention. In particular, the absence of any safeguard against inaccurate test use
in clinical situations can put the respondent at risk and violates ethical standards for the use of
tests. In this article, I review some issues surrounding accuracy in testing procedures, including
a discussion of what is known about the problem, an evaluation of several approaches to im-
proving testing practices, and a review of recommendations for the statistical evaluation of rater
accuracy. In this article, I use the Rorschach Comprehensive System (Exner, 1993) to demon-

strate the concepts discussed.

The failure to adhere to established standards for administra-
tion and scoring represents a potential threat to test validity
that has received relatively little attention in the testing litera-
ture. For example, clinicians often tacitly assume that multi-
ple-choice measures are relatively immune to this problem be-
cause interaction between the tester and respondent relevant to
test interpretation is minimized during administration and be-
cause scoring is reduced to a series of algorithms. Even in such
highly structured circumstances although, meaningful errors
in hand scoring can occur. Allard and Faust (2000) found sur-
prisingly high rates of errors across clinical settings in the
scoring of the Minnesota Multiphasic Personality Inventory
(Butcher, Dahlstrom, Graham, Tellegen, & Kaemmer, 1989),
Beck Depression Inventory (Beck, Steer, & Brown, 1996), and
State—Trait Anxiety Inventory (Spielberger, 1983) despite
their very structured scoring systems (see also Allard, Butler,
Faust, & Shea, 1995; Simons, Goddard, & Patton, 2002).
However, error rates were reduced in settings where scoring
accuracy was emphasized.

The problem of administration and scoring accuracy is
compounded when the assessment is based on observations
of the respondent’s semantic or motoric behavior. Many of
the most popular psychological assessment instruments in
use today are observational rating scales, including measures
of personal style such as the Rorschach and Thematic
Apperception Test (Murray, 1943); individually adminis-

tered intelligence and  psychoeducational  tests;
neuropsychological instruments; and diagnostic procedures.
Such measures typically require human intervention in both
the administration and scoring, increasing the potential for
error when compared with multiple-choice measures.

In some cases, such as the Information and Arithmetic
subscales from the Wechsler intelligence tests (Wechsler,
1997), the range of appropriate responses to the test stimuli is
sufficiently bounded such that the error rate in administration
and scoring should theoretically still be comparable with that
of multiple-choice measures, assuming appropriate care is
taken. In many cases though, the universe of responses asso-
ciated with any particular scoring alternative is theoretically
infinite. Furthermore, it is often the case that administrative
protocol varies depending on the respondent’s behavior, as
when the tester is required to clarify the response if the re-
sponse’s scoring is equivocal. The complexities in adminis-
tration and scoring created by these -circumstances
dramatically increase the potential for test misuse.

Errors in administration and scoring are not always trivial
in their impact. This issue has been examined most exten-
sively in relation to the scoring of the Wechsler Intelligence
scales. For example, Slate, Jones, Murray, and Coulter
(1993) found scoring errors in every one of 50 Wechsler
Adult Intelligence Scale-Revised (Wechsler, 1981) proto-
cols they reviewed, although the testers all had extensive ex-
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perience with the instrument. In two cases, the errors would
have resulted in withholding of services for which the re-
spondent was eligible (see also Klassen & Kishor, 1996;
Slate & Jones, 1990; Slate, Jones, Coulter, & Covert, 1992;
Whitten, Slate, Jones, & Shine, 1994).

In the field of personality assessment, the testing accuracy
of observational measures has been discussed most recently
in relation to the Comprehensive System for the Rorschach
(Exner, 1993). The issue was first raised by Wood,
Nezworski, and Stejskal (1996) and discussed in more detail
by Hunsley and Bailey (1999, 2001). Although acknowledg-
ing that what they referred to as field reliability is an issue for
observational instruments in general, Hunsley and Bailey
(1999) listed several reasons why they thought it was of par-
ticular importance for the Comprehensive System. First,
even among observational measures, Comprehensive Sys-
tem coding is particularly complex. Second, a tradition of al-
ternate scoring systems and idiosyncratic scoring may render
users of the Rorschach more likely to deviate purposefully
from standardized scoring. However, Hunsley and Bailey
(1999, 2001) provided no evidence to suggest that idiosyn-
crasies in scoring remain widespread, and it is likely that in-
advertent errors are the more serious problem.

It is clear that human involvement in the administration
and scoring of psychological measures creates the potential
for error regardless of the type of measure and that this threat
can impact on the validity of both research designs and clini-
cal evaluations. The purpose of this article is to focus greater
attention on this issue and to discuss some approaches to pro-
tecting against inaccuracies in testing. For illustrative pur-
poses, the Rorschach Comprehensive System is used as a
case example. This choice is not intended to imply the prob-
lem is particularly acute for the Comprehensive System be-
cause there is no empirical evidence that such is the case. In
fact, if awareness of the potential for testing inaccuracies
serves to mitigate the problem, testing inaccuracies in field
use may be less of a problem for the Comprehensive System
at present than for other complex observational methods,
thanks to the attention focused on the problem by critics as
well as the publication of two references specifically in-
tended to reduce the rate of testing inaccuracies (Exner,
2001; Viglione, 2002). The Comprehensive System is an ap-
propriate choice primarily because the issue has been dis-
cussed in greater detail than is true of most personality
assessment instruments.

To date, three studies have investigated the issue of accu-
racy in Rorschach scoring. The first was an unpublished in-
vestigation in which clinicians who had completed training
in the Comprehensive System were asked to code responses
for which the correct coding had been determined; results
were disappointing (discussed by Wood et al., 1996). A sec-
ond unpublished study by McKinzey and Campagna (2002)
asked 30 experienced Rorschach users to score the same pro-
tocol. Although the study was methodologically flawed, one
finding was unequivocally relevant to the issue of scoring ac-

curacy. McKinzey and Campagna reported that 19 of 27
scorers (70%) made errors in the computation of summative
scores based on their own coding of the responses.

The only published study of this issue was completed by
Guarnaccia, Dill, Sabatino, and Southwick (2001) who asked
users of the Rorschach to code a series of responses for which
a correct coding had previously been established. They con-
cluded that coding accuracy was generally unacceptable. The
accuracy of coding Special Scores was particularly poor, a
finding that may be expected because the identification of the
behaviors meriting a Special Score can be difficult. How-
ever, the authors used an unusual approach to gauge accuracy
in which credit was deducted for errors of omission. The re-
sults therefore cannot be compared to typical standards for
adequate agreement rates.

Two more studies have investigated the reliability of scor-
ing in field settings. In an as-yet unpublished study, Pogge et
al. (2002) examined interrater reliability for a sample of Ror-
schach protocols completed by adolescent inpatients in
which the first scoring was completed without an expectation
that the results would later be reviewed for research pur-
poses. Meyer et al. (2002, Sample 4) conducted a similar
analysis with protocols completed by adult inpatients. In
both cases, the results indicated field reliability of the proto-
cols was more than adequate. However, neither of these stud-
ies established the level of consistency between field raters
and correct scoring of the responses.

The lack of research concerning field accuracy in the scor-
ing of standardized observational measures is particularly
disturbing when one considers the potential impact of a psy-
chological assessment on the respondent. Forensic assessors
rely heavily on neuropsychological and other standardized
observational measures to make recommendations on issues
as weighty as child custody, disability claims, and incarcera-
tion status (Lees-Haley, 1992; Martin, Allan, & Allan, 2001).
Even outside of forensic settings, the results of psychological
assessments can have profound implications for the respon-
dent. Although it represents normal operating procedure, the
absence of safeguards to ensure accurate testing increases the
potential for inadvertent violations of Standard 9.02, “Use of
Assessments,” from the Ethical Principles for Psychologists
and Code of Conduct (American Psychological Association,
2002).

The responsibility to guard against incorrect test use also
applies to research settings, particularly when the results
have potential clinical implications. Accuracy in administra-
tion and scoring is a prerequisite for the norming and valida-
tion of standardized observational measures, although many
test manuals for observational measures do not even address
whether there were safeguards of procedural accuracy incor-
porated into the developmental research.

The remainder of this article is devoted to two topics hav-
ing to do with improving accuracy in testing procedures. The
first is an evaluation of approaches to improving the accu-
racy of testing in both clinical and research settings, with
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some recommendations for practice. The second is a review
of statistical methods for evaluating accuracy when com-
pared to a standard, or correct, scoring. Given the degree to
which the Rorschach Comprehensive System has been the
focus of this issue in the area of personality assessment, [ use
it to demonstrate the issues involved. It is important to bear in
mind though that these issues apply equally well to most as-
sessment instruments based on observations.

ENSURING TESTING ACCURACY

There are several approaches possible for ensuring accuracy in
testing procedures. In research settings, common practice de-
mands the demonstration of an adequate level of interraterreli-
ability for observational measures. Interrater reliability is a
useful technique for identifying certain impediments to accu-
rate scoring. Inadequately trained testers reduce interrater reli-
ability. So would rater drift, the tendency of raters to modify
scoringrules over time (Smith, 1986). Thereisinfactclearevi-
dence that the Rorschach is capable of reliable scoring even in
field settings (Meyer et al., 2002; Pogge et al., 2002).

However, adequate interrater reliability is not sufficient to
ensure accuracy in scoring because it is possible for “local”
groups (members of the same research team) to share certain
misunderstandings about coding rules. This would particu-
larly be the case if all members of the team shared training
experiences, as is often the case. The existence of shared lo-
cal inaccuracies can reduce testing accuracy without affect-
ing interrater reliability.

One must wonder whether such local variations are in fact
widespread in testing. Unfortunately, there is no research cur-
rently available on this topic. A pattern of research findings in-
dicating that the accuracy of clinicians is poor, whereas their
reliability is good, would provide indirect evidence of local
drift. Geographic variation in the distribution of scores might
also be attributable to local practice variations.

There is research indicating that such local variations are
evident in medical decision making. Wennberg and
Gittelsohn (1982) demonstrated local variations in surgical
decision making. Such variations were particularly extreme
for procedures in which the criteria used for making the deci-
sion are not definitive. For example, the circumstances under
which a tonsillectomy is advisable is a topic of debate among
physicians, and across regions there was a six-fold difference
in the relative frequency of the procedure. In contrast,
Wennberg and Gittelsohn found relatively little variability in
the rate of surgical correction for inguinal hernia, a condition
that is easily identified and for which surgery is accepted as
the treatment of choice. Given these findings, it would be
reasonable to hypothesize that the potential for local varia-
tions in administration and scoring increases as the complex-
ity of the test increases.

A second approach to guaranteeing accuracy would in-
volve rescoring by individuals who did not share training ex-

periences with the first scorer. There are unfortunately prac-
tical and ethical obstacles to this solution. One is the
confidentiality issue created by sharing test data. Another is
the practical problem involved in getting other assessors to
agree to such an arrangement and the delay that would result
while data are transferred and the second scoring is com-
pleted. Finally, the evaluation of interrater reliability does
not provide an adequate basis for addressing inaccuracies in
administration. Such inaccuracies may not be evident from
the raw data. Even if they are, identification of the problem
does not occur until after the test is administered, when the
damage is already done.

A third approach would involve the development of a
credentialing system for competency in test administration
and scoring. The following represents one possible scenario
for this system. Once a year an examination would be devel-
oped and posted online. The examination would include ques-
tions having to do with administration, although the proposed
approach is more effective as a method of ensuring scoring ac-
curacy than it is as a method of ensuring administration accu-
racy. In addition, 20 to 30 responses distributed across the
cards would be presented for scoring. Responses could be cho-
sen to approximate the distribution of codes in the general pop-
ulation as indicated by Comprehensive System normative
data (Exner, 1993). Figure 1 provides an example of what an
individual Web page might look like. Responses should re-
flect a range of difficulty in scoring. A fairly simple script
could be used to grade the results. Passing could be set at 80%
correct. A review of the Comprehensive System scoring crite-
ria indicates there are 60 forced-choice coding decisions (see
Table 1); therefore, passing a 20-response examination would
require correct decisions for 960 of the coding decisions. A
certificate could be generated online for participants who meet
the criterion. There would be some costs associated with the
development of this system, mainly for consensus scoring of
the protocols by acknowledged experts in the Comprehensive
System. These costs could easily be supported by participants,
particularly if continuing education credits were awarded for
successfully completing the examination.

This provides only a brief overview of the process, and
implementation would require consideration of several other
issues. Certain scoring decisions have no impact on interpre-
tation in the Comprehensive System. For example, the
choice between a TF and FT has no effect on the Structural
Summary. This raises the question of whether the failure to
make such discriminations correctly are relevant to compe-
tence. The existence of scoring decisions without interpre-
tive significance is probably a relatively rare phenomenon in
the universe of observational measures, however.

Another issue to be considered is the appropriate criterion
for competence. The question encompasses the selection of a
statistical approach to estimating competence as well as the
identification of an optimal cut score. A variety of proce-
dures are available for scoring competency tests. Options in-
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I This LL a person coming out of a dark This 13 the person (D4), and there's dark stuff on etther side of hirn (D2). He's surrounded by the light,
place mto the light. His hands are up in the  though, &l around him (Hands?) Here (D1). (Robes swirling®) Teah, it's like he wearng a robe tied i the
air, and his robes are switling around hirn,  muddle, 1t's tighter in the middle then poofs out. (WMILL swirling?) The way it's poofed out at the battom,
lilce they're being blown by wind.
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FIGURE 1 Sample Web page for evaluating competency in Comprehensive System coding.
TABLE 1 Krishnamurthy (2001) raised several concerns about
Forced-Choice Coding Decisions credentialing as a method of dealing with potential errors in
test use. Although the program would initially be voluntary,
IS‘OC' W,D, Dd $d) gi Krishnamurthy pointed out that over time, managed care
DQ: +, 0, v, v/+ A Xy organizations may come to consider it a requirement. One
M (A) Id might suspect the same would occur in forensic settings.
FM Ad Pop Th s f o
e transition from volunt to mandatory participation
M (Ad) Z score: ZW,ZA, 7D, ZS . ary . ,y,p P .
ap: a, p, a-p An DV: Lvl, Lv2 has in fact been a general pattern with proficiency testing.
C: FC, CF, C, Cn Art INCOM: Lvl, Lv2 For example, when the Clinical Laboratory Improvement
C:FC,CF, C Ay DR: Lvl, Lv2 Act was first passed in 1967, it applied only to laboratories
T: FT, TF, T BI FABCOM: Lvl, Lv2 L. Wh . 1 .
V:FV.VE.V Bt ALOG engaging in interstate commerce. When rev.lsed in 1988, it
Y:FY, YF, Y Cg CONTAM was extended to all clinical laboratories in the country.
ggf» 1F gl iCB} Similarly, accreditation of forensic laboratories began in
X
F Food coP 1978 as a voluntary program, t'>ut by 1981 had become
FQ: +, 0, u, —, none Fi CP mandated by the American Society of Crime Laboratory
Pair Ge Human representation: GHR, PHR Directors (Peterson & Markham, 1995).
H Hh MOR . .
H) Ls PER One may argue in response that mandatory credentialing
Hd Na PSV for those who claim a special proficiency in a test instrument is
- X X not a particularly bad thing. Given the types of decisions made
Note. In all cases except Loc and DQ, “absent” was also a scoring option.

All symbols are taken from Exner (1993).

clude differential weighting of errors depending on their
criticality for interpretation, for example, failure to identify a
Human movement response would be weighted more heavily
than failure to identify a Food response. It is also worth con-
sidering the use of the reliability of ratings as an index of
competency rather than percent correct by setting the crite-
rion for competence at some value for the mean kappa coeffi-
cient. Although percent correct is more consistent with
general practice in competency testing, it is a problematic
measure of accuracy (Wood et al., 1996). Although some de-
tails remain, the proposal as presented here encompasses the
key elements of a credentialing system.

on the basis of psychological tests, requiring credentialing of
practitioners who engage in testing should result in an im-
provement in the quality of service provided to the public.
Given the implementation of a convenient, reasonably priced
credentialing procedure as would be possible online, the bene-
fits of mandatory credentialing should outweigh any costs.
A second concern raised by Krishnamurthy (2001) is that
introducing proficiency testing for the Comprehensive Sys-
tem potentially stigmatizes the Rorschach as requiring spe-
cial precautions. This hypothesis can be countered in two
ways. First, critics of the Rorschach are just as likely to ob-
ject to a certifying system because it potentially creates an
aura of validity for the method. Second, it is important to
keep in mind that the Rorschach is only being used as a case
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example of a procedure that should be applied to all major
observational systems. In fact, Campbell (2000) recently
suggested the need for widespread training in the use of Hare
Psychopathy Checklist (Hare, 1991).

Once the credentialing system is in place, each research
team studying the Comprehensive System could include at
least one rater who had passed the exam within the last year.
That individual would in turn become the “gold standard” for
the training and calibration of other members of the team.
Studies of interrater reliability may then technically be more
akin to studies of scoring accuracy.

STATISTICAL EVALUATION OF SCORING
ACCURACY

Research teams interested in the validation or norming of the
Rorschach could limit administration and scoring to individ-
uals who have received credentialing in the past year. This
may not always be practical when sample sizes are suffi-
ciently large. Alternatively, one member of the team who is
credentialed can serve as the standard against which the ac-
curacy of raters may be judged (in this context, the term rater
is used to refer to individuals who are not credentialed as a
competent Comprehensive System scorer to distinguish
them from standards). This suggestion raises the question of
how best to judge the reliability of raters with a standard or
correct scoring, what could be termed rater-standard reli-
ability rather than interrater reliability.

Despite the important distinction, the statistics generally
considered appropriate for rater-standard reliability are the
same as those used for evaluating interrater reliability, al-
though they are used in slightly different ways when there
is more than one rater. Light (1971) concluded that the best
statistic for estimating reliability with a standard is
chance-corrected agreement, or kappa, when the variable is
categorical (as is true of Rorschach response codes). By ex-
tension, the intraclass correlation coefficient would serve
the same purpose when the variable is quantitative (as is
true of Rorschach summative scores). In cases in which
there is one standard and multiple raters, however, overall
reliability is based on comparisons between the standard
and each of the raters; comparisons between the raters
themselves need not be considered (Berry & Mielke, 1997;
Light, 1971). Given that the mean reliability of the raters
with the standard would likely be higher than the mean reli-
ability among the raters, it may well be that overall reliabil-
ity estimates would be higher than is the case when the
raters are all treated equally.

Berry and Mielke (1997) provided a general formula for
computing reliability between a standard and raters that is
applicable regardless of the number of raters and ratings and
the level of measurement represented by the ratings. If there

are m raters making r separate ratings of n objects, then the
reliability of raters with the standard (symbolized as s) may
be estimated by:

lmn
W22

_ -
’11222{2(%]7( — Xijk )21

i—1 j=1| k=1

%
{Z (Xgi — Xijic ) }

k=1

This formula is applicable to both dimensional and categori-
cal ratings.! A summary of guidelines for estimating reliabil-
ity with and without a standard may be found in Table 2.

FINAL THOUGHTS

The critics of the Rorschach should be acknowledged for fo-
cusing attention on the issue of testing accuracy as it relates
to personality assessment. However, in restricting their anal-
ysis to the Rorschach, they missed the more important gen-
eral issue. All tests are susceptible to error, and the more
complex the test, the greater its susceptibility. Unfortunately,
there is no evidence concerning the degree to which the prac-
tice of psychological assessment is flawed by inaccuracies in
test administration and scoring. Indirect evidence does sug-
gest that such errors occur regularly, even in high-stakes
cases. Research with the Wechsler Intelligence tests suggests
that incorrect administration is widespread and in a small
subset of cases can have a significant impact on decision
making. McKinzey and Campagna (2002) presented a Ror-
schach protocol from an evaluation of a death-row inmate so
poorly administered that 10% of individuals asked to score
the protocol spontaneously declared it incapable of scoring,
and those who attempted scoring did not even agree on the
number of responses provided.

McKinzey and Campagna (2002) made the error of
blaming these problems on the test rather than the tester.
Any activity that requires human involvement is suscepti-
ble to human error (Garb, 1998). The risk of testing inaccu-
racies is inevitable, and there is probably no way to
eliminate the problem completely short of removing the cli-
nician from the testing process. However, there are ways to
minimize the risk.

Although the extent to which tests are used incorrectly is
unclear, what is clear is that incorrect test use occurs, with
potentially serious consequences for the respondent
(Wakefield & Underwager, 1993). No standardized observa-

'Berry and Mielke (1997) indicated how to obtain a FOR-
TRAN-77 subroutine that generates the various statistics discussed
in their article. I have also written a stand-alone program that gener-
ates most of the same statistics. Copies of the latter are available by
contacting Robert E. McGrath.
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TABLE 2
Evaluating the Reliability of Scoring

Categorical Variables Quantitative Variables

2 raters Kappa ICcC

1 rater, 1 Kappa 1CcC
standard

> 2 raters Kappa for multiple raters, ICcC

or mean kappa for all
rater pairs
> | rater, 1 Berry & Mielke (1997)

standard

Berry & Mielke (1997)
statistic, or mean kappa statistic, or mean ICC
between standard and between standard and
raters raters

Note. 1CC = intraclass correlation coefficient.

tional measure is immune to potential misuse. If we as psy-
chologists are to participate in the process of making
important decisions about the people we test, we have an eth-
ical obligation to ensure that test administration and scoring
are conducted fairly and accurately. To date, we have not ad-
equately addressed this obligation.
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