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Abstract

Despite the common belief that response bias is a significant moderator of psychological tests in field set-
tings, these biases have been notoriously difficult to identify. Holden (2008) has recently presented evidence
suggesting this paradox may at least in part be explained by problems inherent to the use of moderated
regression with self-report indicators of response bias. His article offers an innovative proposal for under-
standing a central issue in applied test use. However, the conclusions drawn about both moderated regression
and the general validity of response bias indicators are open to alternative explanations. It would be prema-
ture to assume these factors are important contributors to the ephemeral character of response bias effects.
� 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

After more than 60 years of analytic discussion (Cronbach, 1946), the role of faking and re-
sponse bias in self-report measurement continues to vex psychologists interested in assessment.
Despite widespread concern about the prevalence of invalid responding in applied settings (e.g.,
Gouvier, Lees-Haley, & Hammer, 2003; Mittenberg, Patton, Canyock, & Condit, 2002), a number
of authors have concluded the importance of response bias has been greatly exaggerated (e.g.,
Hogan, Barrett, & Hogan, 2007; Ones & Viswesvaran, 1998; Piedmont, McCrae, Riemann, &
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Angleitner, 2000; Rorer, 1965). Holden (2008) brings a fresh approach to this issue, suggesting
that the failure to find response bias effects may be a problem with commonly used statistical
methods and bias indicators. Because it is a potentially important contribution to a very impor-
tant literature, Holden’s case deserves close consideration.

The first study described by Holden (2008) focused on psychopathic tendencies, the second on the
five factor model (Costa & McCrae, 1991). In both studies, undergraduates completed one or more
predictor scales and response bias indicators under either a standard, fake-good, or fake-bad instruc-
tional set. Three statistical models were used to detect the effect due to response bias. The first com-
puted the difference in the proportion of criterion variance predicted by the predictor scale (the
difference in the squared correlation) under standard instructions versus each faking instructional
set. This will be referred to here as Model 1. These differences in the proportion of variance predicted
varied between 10.96% and 16.70%, with a mean value weighted by sample size of 15.09%.

The second approach (Model 2) used moderated regression analyses in which the predictors
were the predictor scale, a dichotomous variable representing membership in either the standard
instruction group or one of the faking instruction groups, and the product term. The proportion
of variance predicted by this last term, represented by the part correlation, varied between 0.29%
and 11.63% with a mean of 5.17%. For Model 3, dimensional score on a response bias indicator
was substituted for the dichotomous indicator in the moderated regression. The proportion of
variance predicted declined even further, varying between 0% and 10.05% with a mean of
2.45%. To summarize, Models 2 and 3 differed from Model 1 in the use of moderated regression;
Model 3 differed from Models 1 and 2 in the use of response bias indicators rather than instruc-
tional set. Each accounted for a smaller proportion of variance than the previous model.

Holden (2008) interpreted these results as evidence that moderated regression using response
bias indicators tends to underestimate the occurrence of bias. The implication is that response bias
can be a substantially greater problem than the research literature using this strategy would sug-
gest. Before such a conclusion is accepted, however, it is important to place the results of this
study in the context of prior discussions of moderated regression, and to note certain limitations
of the study that could have limited the effectiveness of the bias indicators.

2. Moderated regression

Based on the smaller mean proportion of variance predicted by Model 2 versus Model 1, it was
concluded that the moderated regression results underestimate the proportion of variance pre-
dicted by response bias. This conclusion is based on several assumptions. One is that Model 1 pro-
vides the ‘‘true” estimate of that quantity. In fact, it is a well-known problem in the use of
standardized effect size measures that different statistics validly can lead to different conclusions
about the strength of an effect (e.g., McGrath & Meyer, 2006). There is no authoritative rationale
for awarding precedence to the results of Model 1 over those from Model 2. However, even if this
point is acceded, the conclusion requires the further assumption that the proportion of variance
values generated for Model 1 are comparably scaled with those generated by Models 2 and 3. De-
spite the reference to ‘‘proportion of variance” in both statistical models, the lower values for
Model 2 than for Model 1 suggests that perhaps they are not. In fact, there is a literature that
would support this conclusion as well.
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McClelland and Judd (1993) attempted to explain why it is that moderator terms are difficult to
detect in field studies (see also O’Connor, 2006). They drew a number of conclusions, the most
relevant of which was that the proportion of variance predicted by an interaction term can look
trivial and yet still be significant and even important (see also Evans, 1985). This occurs because
the variance of the hierarchical term is reduced by properties of the joint distribution of the two
raw predictors that are not considered in Holden’s (2008) Model 1. Several studies have concluded
that moderator terms in field studies rarely account for more than 3% of criterion variance (e.g.,
Chaplin, 1991). It is noteworthy that these discussions have usually focused on the squared partial
correlation, which would actually tend to be slightly larger than the squared part correlations re-
ported by Holden (2008).

To explore this issue further, power analysis can be used to offer a different perspective on the
relative scaling of Models 1 and 2. For this purpose, the difference between independent correla-
tions (Model 1) is usually represented by Cohen’s (1988) q statistic, while the incremental validity
of the moderator term (Models 2 and 3) can be evaluated using f2. Using values from Holden’s
(2008) tables, q values were estimated directly. The squared part correlations were then divided
by (1 – the squared part correlation). The result of this computation provides an estimate of f2.
This computation actually underestimates the true value of f2, since the correct denominator
should be (1 – the squared multiple correlation for the full model). However, the extent of the
underestimation should generally be small unless the predictors prove to be unusually powerful.
Since disparities in the size of the two samples generating the correlations is considered in the esti-
mation of power for the z test but not the multiple regression F test, group sizes were equalized for
the power analysis of q to eliminate differences due to skew in the grouping variable.

The weighted mean q value across eight comparisons was .392. For the sample sizes used in this
study, power analysis software (Faul, Erdfelder, Lang, & Buchner, 2007) indicated this translates
into a mean power of .80. The weighted mean f2 estimate for Model 2 was .056, which represents a
mean power of .93. In other words, based on the study of power analysis, the Model 2 estimates of
effect size were relatively larger than those presented for Model 1.1

This presentation is not intended to suggest the results of the power analysis offer a more valid
representation of the relative size of effects from Model 1 versus Model 2. The point is that the two
models are based on very different approaches to understanding the proportion of variance pre-
dicted by the moderator term. The two models do not necessarily allow for straightforward com-
parisons of one producing larger effects than the other.

3. Response bias indicators

The results for the power analysis of Model 3 were more consistent with Holden’s (2008) con-
clusions. The mean f2 estimate was .026, which translated into a mean power of .65. Several issues
must be considered when interpreting these results. The most obvious is the inevitable decline in

1 Though questions have been raised about the misuse of post-hoc power analysis (e.g., Hoenig & Heisey, 2001), those
questions are not relevant in the context of comparing the power of different statistical models. Also, it should be noted
this analysis ignores other factors that can affect power such as violation of the moderated regression assumption of
homogeneous error variances (Alexander & DeShon, 1994).
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effect size that must occur when a questionnaire is compared with perfectly reliable and valid clas-
sification as was used in Model 2. Several other issues are more specific to the studies presented.
As the author noted, there was a floor effect for the predictor in the first study when the means of
the standard and faking good groups were compared. The study also used measures that have
only been validated as predictors of faking good to detect both faking good and faking bad.

In addition, by averaging effect sizes across five bias indicators in the first study, Holden (2008)
treated questionnaire as if it were a random variable. Prior research suggests not all indicators of
response bias in common use are of equal validity, however (e.g., Barthlow, Graham, Ben-Porath,
Tellegen, & McNulty, 2002). In the first study, the moderator terms based on the two scales from
the Balanced Inventory of Desirable Responding (Paulhus, 1998) never predicted more than
1.51% of criterion variance. The other three multiplicative terms were associated with substan-
tially larger values, at least in the case of faking bad where the predictor did not demonstrate a
ceiling effect (7.13–10.05%). This finding suggests the BIDR scales may have been less valid than
the other indicators in this setting, though the cause for this difference is uncertain. Unfortunately,
the only bias indicator used in the second study was one of the two BIDR scales, though it was the
more effective of the two used in the first study. The results do not provide strong support for the
conclusion that response bias indicators as a group are inadequate to the task.

4. Conclusions

Holden (2008) has offered some intriguing hypotheses for explaining why it is that response
biases are so difficult to detect in field settings. Unfortunately, the statistical analysis demonstrates
several flaws that compromise its interpretation. The results are consistent with concluding that at
least some popular response bias indicators may be less valid than others, a conclusion that is also
consistent with some prior research. The data presented are insufficient to generalize this conclu-
sion to bias indicators as a class, however. The case for attributing some of the problem to mod-
erated regression is weaker, particularly when discussed in light of previous literature on effect
sizes for product terms. In particular, this argument ignores prior literature finding that Model
1 may be no better than moderated regression at identifying response bias in field settings (e.g.,
Piedmont et al., 2000). While Holden’s hypotheses are intriguing, the statistical conclusion valid-
ity of this study must be closely questioned. It is frustrating to note that despite 60 years of study,
the importance of response bias in applied settings remains unresolved.
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